Information Extraction in Structured Documents using Tree Automata Induction
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Abstract. Information extraction (IE) addresses the problem of extracting specific information from a collection of documents. Much of the previous work for IE from structured documents formatted in HTML or XML uses techniques for IE from strings, such as grammatical induction. However, HTML and XML documents have a tree structure. Hence it is natural to investigate methods that are able to recognize and exploit this tree structure. In this paper we do this by exploring the use of tree automata for IE in structured documents. Experimental results on benchmark data sets show that our approach compares favorably with previous approaches.

1 Introduction

Information extraction (IE) is the problem of transforming a collection of documents into information that is more readily digested and analyzed [5]. There are basically two types of IE: IE from unstructured texts and IE from (semi-)structured texts [14]. Classical or traditional IE tasks from unstructured natural language texts typically use various forms of linguistic pre-processing. With the increasing popularity of the Web and the work on information integration from the database community, there is a need for structural IE systems that extract information from (semi-)structured documents. Building IE systems manually is not feasible and scalable for such a dynamic and diverse medium as the Web [15]. Another problem is the difficulty in porting IE systems to new applications and domains if it is to be done manually. To solve the above problems, several machine learning techniques have been proposed such as inductive logic programming, e.g. [7, 2], and induction of delimiter-based patterns [15, 22,6,13, 3]; methods that can be classified as grammatical inference techniques.

Some previous work on information extraction from structured documents [15, 13, 3] uses grammatical inference methods that infer regular languages. However structured documents such as HTML and XML documents (also annotated
unstructured texts) have a tree structure. Therefore it is natural to explore the use of tree automata for information extraction from structured documents. Indeed, tree automata are well-established and natural tools for processing trees [4]. An advantage of using the more expressive tree formalism is that the extracted field can depend on its structural context in a document, a context that is lost if the document is linearized into a string.

This paper reports on the use of $k$-testable tree languages, a kind of tree automata formalism, for the extraction of information from structured documents.

The rest of the paper is organized as follows. In Section 2 we recall how information extraction can be formulated as a grammatical inference problem. In Section 3 we provide some background on tree automata and unranked tree languages. Then in Section 4 we describe our methodology. In Section 5 we give the details of the $k$-testable tree algorithm we have used for our prototype implementation. Finally we present our experimental results in Section 6, related work in Section 7 and conclusions in Section 8.

2 Grammatical inference

Grammatical inference refers to the process of learning rules from a set of labelled examples. It belongs to a class of inductive inference problems [20] in which the target domain is a formal language (a set of strings over some alphabet $\Sigma$) and the hypothesis space is a family of grammars. It is also often referred to as automata induction, grammar induction, or automatic language acquisition. It is a well-established research field in AI that goes back to Gold’s work in the 60s [10]. The main goal of the inference process is usually to find a minimum automaton that is compatible with the examples. This automaton is also called the canonical automaton. The compatibility of the automaton with the examples depends on the quality criterion that is used. Some quality criteria that are generally used are exact learning in the limit of Gold [10], query learning of Angluin [1] and probably approximately correct (PAC) learning of Valiant [24]. There is a large body of work on grammatical inference, see e.g. [20].

In regular grammar inference, we have a finite alphabet $\Sigma$ and a regular language $L \subseteq \Sigma^*$. Given a set of examples that are in the language ($S^+$) and a (possibly empty) set of examples not in the language ($S^-$), the task is to infer a deterministic finite automaton (DFA) $A$ that accepts the examples in $S^+$ and rejects the examples in $S^-$. Following Freitag [6], we recall how we can map an information extraction task to a grammar inference task. We preprocess each document into a sequence of tokens (from an alphabet $\Sigma$). In the examples, the field to be extracted is replaced by the special token $x$. Then the learner has to infer a DFA for a language $L \subseteq (\Sigma \cup \{x\})^*$ that accepts the examples where the field to be extracted is replaced by $x$. 
3 Tree languages and information extraction

Given a set $V$ of ranked labels (a finite set of function symbols with arities), one can define a set of trees, denoted as $V^T$, as follows: a label of rank 0 is a tree, if $f/n$ is a label of rank $n > 0$ and $t_1, \ldots, t_n$ are trees, then $f(t_1, \ldots, t_n)$ is a tree.

We represent trees by ground terms, for example with $a/2, b/1, c/0 \in V$, the tree

$$\overline{a}
\overline{b} \overline{c}
\overline{I}
\overline{a}
\overline{c}$$

is represented by the term $a(b(a(c), c), c)$.

A deterministic tree automaton (DTA) $M$ is a quadruple $(V, Q, \Delta, F)$, where $V$ is a set of ranked labels (a finite set of function symbols with arities), $Q$ is a finite set of states, $F \subseteq Q$ is a set of final or accepting states, and $\Delta : \bigcup_k V_k \times Q^k \to Q$ is the transition function, where $V_k$ denotes the subset of $V$ consisting of the arity-$k$ labels. For example, $\delta_k(v, q_1, \ldots, q_k) \to q$, where $v \in V_k$ and $q, q_i \in Q$, represents a transition.

A DTA usually processes trees bottom up. Given a leaf labeled $v/0$ and a transition $\delta_0(v) \to q$, the state $q$ is assigned to it. Given a node labeled $v/k$ with children in state $q_1, \ldots, q_k$ and a transition $\delta_k(v, q_1, \ldots, q_k) \to q$, the state $q$ is assigned to it. We say a tree is accepted when a tree has at least one node with an accepting state $q \in F$ assigned to it.

Grammatical inference can be generalized from string languages to tree languages. Rather than a set of strings over an alphabet $\Sigma$ given as example, we are now given a set of trees over a ranked alphabet $V$. Rather than inferring a standard finite automaton compatible with the string examples, we now want to infer a compatible tree automaton. Various algorithms for this kind of tree automata induction have been developed (e.g., [18,19]).

A problem, however, in directly applying tree automata to tree-structured documents such as HTML or XML documents, is that the latter trees are “unranked”: the number of children of a node is not fixed by the label, but is varying. There are two approaches to deal with this situation:

1. The first approach is to use a generalized notion of tree automata towards unranked tree formalisms (e.g., [17,23]). In such formalisms, the transition rules are of the form $\delta(v, e) \to q$, where $e$ is a regular expression over $Q$ that describes a sequence of states.

2. The second approach is to encode unranked trees into ranked trees, specifically, binary trees, and to use existing tree automata inference algorithms for inducing the tree automaton.

In this paper we follow the second approach, because it seems less complicated. An advantage is that we can use existing learning methods that work
on ranked trees. A disadvantage is that we have to preprocess the trees before applying the algorithm.

There is a well-known method of encoding unranked trees by binary trees, which preserve the expressiveness of the original unranked trees. Using the symbol $T$ to denote unranked trees and $F$ to denote a sequence of unranked trees (a forest), the following grammar defines unranked trees:

$$
T ::= a(F), a \in \Sigma \quad F ::= \epsilon \\
F ::= T, F
$$

The encoding can be formally defined with the following recursive function $encode$ (with $encode_f$ for the encoding of forests):

$$
encode(a(F)) \overset{def}{=} a(encode_f(F), encode_f(\epsilon)) \\
encode_f(e) \overset{def}{=} e \\
encode_f(a(F_1), F_2) \overset{def}{=} a(encode_f(F_1), encode_f(F_2))
$$

Informally the first child of a node $v$ in an unranked tree $T$ is encoded as the left child of the corresponding node $v'$ of $T'$, the binary encoding of $T$, while the right sibling of a node $v$ in tree $T$ is encoded as the right child of $v'$ in $T'$. For example, the unranked tree $a(b,c(a),d)$ is encoded into binary tree $a(b(c(a),d))$, or pictorially:

```
  a  \Rightarrow  a
  b  c  d
```

Note that the binary tree has exactly the same number of nodes different from as the original tree.

4 Approach

Figure 1 shows a simplified view of a representative document from the datasets that we use for the experiment. In this dataset, the fields to be extracted are the fields following the “Alt. Name” and “Organization” fields. A document consists of a variable number of records. In each record the number of occurrences of the fields to be extracted is also variable (from zero to several occurrences). Also the position where they occur is not fixed. The fact that the fields to be extracted

$^{1}$ It is important to keep in mind that the figure only shows a rendering of the document, and that in reality it is a tree-structured HTML document.
Fig. 1. An example of a HTML document

follow the “Alt. Name” and “Organization” field suggest that the task is not too difficult. However this turns out not to be the case as we can see from the results of several state-of-the-art systems in section 6.

Our approach for information extraction has the following characteristics:

- Some IE systems preprocess documents to split them up in small fragments. This is not needed here as the tree structure takes care of this: each node has an annotated string. Furthermore the entire document tree can be used as training example. This is different from some IE systems that only use a part of the document as training example.
- Strings stored at the nodes are treated as single labels. If extracted, the whole string is returned.
- A tree automaton can extract only one type of field, e.g. the field following 'Organization'. In order to extract multiple fields, a different automaton has to be learned for each field of interest.
Examples used during learning contain a single node labeled with \( x \). If the document contains several fields of interest, then several examples are created from it. In each example, one field of interest is replaced by an \( x \).

The learning procedure is as follows.

1. **Annotate each example:**
   - Parse the example document into a tree.
   - Replace the label of the node to be extracted by the special symbol \( x \).
2. Run a tree automaton inference algorithm on the examples and return the inferred automaton.

The extraction procedure is as follows.

1. Parse the document into a tree.
2. Repeat for all text nodes:
   - Replace the text label of one text node by the special label \( x \).
   - Run the automaton.
   - If the parse tree is accepted by the automaton, then output the original text of the node labeled with \( x \).

Note that the extraction procedure can output several text nodes.

A practical issue is how we deal with the contents of the various text nodes in the documents. As it is impractical to consider each different text string as a separate label in the tree, we will typically replace some text labels by the label ‘CDATA’.\(^2\) This simplifies the structure of the parse tree and speeds up the learning. On one hand this is preferable since this conversion to CDATA yields generalization of the tree patterns of the information that we want to extract. On the other hand, changing *all* the text labels to CDATA may destroy valuable context and result in an automaton that is too general and outputs many false positives. So it depends on the extraction task whether or not it can be employed.

An example of this situation can be seen in the following depiction of a document of the kind already shown in Figure 1:

\(^2\) CDATA is the keyword used in XML document type descriptions to indicate text strings [25].
Suppose we would like to extract the field ‘value’ and the text label organization is always preceding the field ‘value’. In such case we call the text label organization a distinguishing context (for the field ‘value’). If the labels provider and organization are both replaced by CDATA then any automaton that extracts the ‘value’ node will also extract the ‘att’ node. Indeed, the distinguishing context provider vs. organization has disappeared.

In principle, when preparing the examples for learning, we can always use the distinguishing context for every extraction task. The reason is that it helps to distinguish the correct fields that should be extracted while it does not harm the performance of the method if the extraction task does not need a distinguishing context. In this way we do not have to assume whether the extraction task needs a distinguishing context or not. In practice the distinguishing context can be chosen automatically using heuristics. One heuristic that can be used is to find the invariant text label that is nearest to the field of interest in the dataset. For example the text ‘Organization:’ is the invariant text label that is nearest to the organization name in Figure 1. The distance can be estimated from the distance dictated by the document tree. (For example the distance of a node to its parent is one; to its sibling, two; to its uncle, three.)

5 The k-testable algorithm

Our approach to information extraction using tree automata induction, presented in the previous section, can in principle be tried with any tree automata inference algorithm available. In our prototype implementation, we have chosen one of the more useful and practical algorithms available, namely, the k-testable algorithm [18]. This algorithm is parameterized by a natural number k, and the name comes from the notion of a “k-testable tree language”. Informally, a tree language (set of trees) is k-testable if membership of a tree in the language can be determined just by looking at all the subtrees of length k (also intermediate ones). The k-testable algorithm is capable of identifying in the limit any k-testable tree language from positive examples only. Since information extraction typically has a locally testable character, it seems very appropriate to use in this context. The choice of k is performed automatically using cross-validation, choosing the smallest k giving the best results.

For the sake of completeness, we describe the algorithm here. We need the following terminology. Given a tree $t = v(t_1...t_m)$, the (singleton) set $r_k(t)$ of root trees of length k is defined as:

$$r_k(v(t_1...t_m)) = \begin{cases} v & \text{if } k = 1 \\ v(r_{k-1}(t_1)...r_{k-1}(t_m)) & \text{otherwise} \end{cases}$$

(1)

Given a tree $t = v(t_1...t_m)$, the set $f_k(t)$ of fork trees of length k is defined as:

$$f_k(v(t_1...t_m)) = \bigcup_{j=1}^m f_k(t_j) \bigcup \begin{cases} \emptyset & \text{if } \text{length}(v(t_1...t_m)) < k-1 \\ r_k(v(t_1...t_m)) & \text{otherwise} \end{cases}$$

(2)
Finally, given a tree \( t = v(t_1...t_m) \), the set \( s_k(t) \) of subtrees of length \( k \) is defined as:

\[
s_k(v(t_1...t_m)) = \bigcup_{j=1}^{m} s_k(t_j) \cup \begin{cases} \emptyset & \text{if length}(v(t_1...t_m)) > k - 1 \\ v(t_1...t_m) & \text{otherwise} \end{cases}
\]

(3)

**Example 1.** For example, if \( t = a(b(a(b,x)),c) \) then \( r_2(t) = \{a(b,c)\}; f_2(t) = \{a(b,c), b(a), a(b, x)\}; \) and \( s_2(t) = \{a(b, x), b, x, c\}. \)

The procedure to learn the tree automaton [18] is now shown in Figure 2. The algorithm takes as input a set of trees over some ranked alphabet \( V \); these trees serve as positive examples. The output is a tree automaton \( (V, Q, \Delta, F) \).

Let \( T \) be the set of positive examples.
\[ Q = \emptyset; F = \emptyset; \Delta = \emptyset; \]
For each \( t \in T \),
- Let \( R = r_k-1(t), F = f_k(t) \) and \( S = s_k-1(t) \).
- \( Q = Q \cup R \cup r_k-1(F) \cup S \)
- \( F = F \cup R \)
- for all \( v(t_1, \ldots, t_m) \in S: \Delta = \Delta \cup \{ \delta_m(v, t_1, \ldots, t_m) = v(t_1, \ldots, t_m) \} \)
- for all \( v(t_1, \ldots, t_m) \in F: \Delta = \Delta \cup \{ \delta_m(v, t_1, \ldots, t_m) = r_k-1(v(t_1, \ldots, t_m)) \} \)

**Fig. 2.** The \( k \)-testable algorithm.

**Example 2.** Applying the algorithm on the term of Example 1 for \( k = 3 \), we obtain:
- \( R = r_2(t) = \{a(b,c)\}, F = f_3(t) = \{a(b(a)), b(a(b), x)\} \) and \( S = s_2(t) = \{a(b, x), b, x, c\}. \)
- \( Q = \{a(b,c), b(a), a(b, x), b, x, c\} \)
- \( F = \{a(b,c)\} \)
- transitions:
  - \( a(b, x) \in S: \delta_2(a, b, x) = a(b, x) \)
  - \( b \in S: \delta_0(b) = b \)
  - \( x \in S: \delta_0(x) = x \)
  - \( c \in S: \delta_0(c) = c \)
  - \( a(b(a), c) \in F: \delta_2(a, b(a), c) = a(b, c) \)
  - \( b(a(b, x)) \in F: \delta_1(b(a(b, x)) = b(a) \)

With more (and larger) examples, more transitions are created and generalisation occurs: also trees different from the given ones will be labeled with an accepting state (a state from \( F \)).
6 Experimental Results

We evaluate the $k$-testable method on the following semi-structured data sets: a collection of web pages containing people’s contact addresses which is called the Internet Address Finder (IAF) database and a collection of web pages about stock quotes which is called the Quote Server (QS) database. The motivation to choose these datasets is as follows. Firstly they are benchmark datasets that are commonly used for research in information extraction, so we can compare the results of our method directly with the results of other methods. Secondly they are the only (online available) datasets that, to the best of our knowledge, require the extraction on the whole node of a tree and not a part of a node. These datasets are available online from RISE.\footnote{http://www.isi.edu/~muslea/RISE/}

We use the same criteria that are commonly used in the information retrieval research for evaluating our method. Precision $P$ is the number of correctly extracted objects divided by the total number of extractions, while recall $R$ is the number of correct extractions divided by the total number of objects present in the answer template. The F1 score is defined as $2PR/(P + R)$, the harmonic mean of $P$ and $R$.

Table 1 shows the results we obtained as well as those obtained by some current state-of-the-art methods: an algorithm based on Hidden Markov Models (HMMs) \cite{9}, the Stalker wrapper induction algorithm \cite{16} and BWI \cite{8}. The results of HMM, Stalker and BWI are adopted from \cite{8}. All tests are performed with ten-fold cross validation following the splits used in \cite{8}. We refer to the related work section for a description of these methods.

As we can see from Table 1 our method performs better in most of the test cases than the existing state-of-the-art methods. The only exception is the field date in the Quote Server dataset where BWI performs better. We can also see that the $k$-testable algorithm always gets 100 percent of precision. Like most algorithms that learn from positives only, $k$-testable generalises very cautiously, and thus is oriented towards achieving high precision rather than high recall. The use of a tree language instead of a string language, which increases the expressiveness of the hypothesis space, apparently makes it possible in these cases to avoid incorrect generalisations.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
 & IAF - alt. name & IAF - organization & & QS - date & QS - volume & \\
 & Prec & Recall & F1 & Prec & Recall & F1 & Prec & Recall & F1 \\
\hline
HMM & 1.7 & 90 & 3.4 & 16.8 & 89.7 & 28.4 & & & \\
Stalker & 100 & - & - & 48.0 & - & - & & & \\
BWI & 90.9 & 43.5 & 38.8 & 77.5 & 45.9 & 57.7 & 100 & 100 & 100 \\
\hline
$k$-testable & 100 & 73.9 & 85 & 100 & 57.9 & 73.3 & 100 & 60.5 & 75.4 \\
\hline
\end{tabular}
\caption{Comparison of the results}
\end{table}
7 Related work

As mentioned above there have been a lot of methods that have been used for information extraction problems. Several methods are described in [14, 22]. Many of them learn wrappers based on regular expressions.

BWI [8] is basically a boosting approach in which the weak learner learns a simple regular expression with high precision but low recall. Chadlovskii et al. [3] describe an incremental grammar induction approach; their language is based on a subclass of deterministic finite automata that do not contain cyclic patterns. Hsu and Dung [13] learn separators that identify the boundaries of the fields of interest. These separators are described by strings of fixed length in which each symbol is an element of a taxonomy of tokens (with fixed strings on the lowest level and concepts such as punctuation or word at higher levels).

The HMM approach in Table 1 was proposed by Freitag and McCallum [9]. They learn a hidden Markov model, solving the problem of estimating probabilities from sparse data using a statistical technique called shrinkage. This model has been shown to achieve state-of-the-art performance on a range of IE tasks. Freitag [6] describes several techniques based on naive-Bayes, two regular language inference algorithms, and their combinations for information extraction from unstructured texts. His results demonstrate that the combination of grammatical inference techniques with naive-Bayes improves the precision and accuracy of the extraction.

The Stalker algorithm [16] induces extraction rules that are expressed as simple landmark grammars, which are a class of finite automata. Stalker uses a manually built embedded catalog tree, which is a tree that describes the structure of fields to be extracted from the documents. Stalker performs hierarchical extraction guided by this tree, i.e., on each level it learns how to extract a single node from its parent.

Despite some differences the approaches mentioned above have one thing in common – they use methods to infer (subsets of) string languages.

Hong and Clark [12] propose a technique that uses stochastic context-free grammars to infer a coarse structure of the page and then uses some user-specified rules based on regular expressions to do a finer extraction of the page. The inference technique employs a hill-climbing search over the set of possible grammars that fit with the provided examples, using prespecified grammar refinement operators and a heuristic based on minimal description length. Although their method does not require labeling of the example, the user has to manually write rules that will be used to do the actual extraction. For non-technical users, writing such rules could be a problem. Moreover, the use of hill-climbing has a risk of converging to local minima in which case some structures of the page are not represented. It is also not certain if the method can work with more complicated web pages since it was only tested on a relatively simple domain.

Sakamoto et al. [21] study a certain class of wrappers that use the tree structure of HTML documents and propose an algorithm for inducing such wrappers. They identify a field with a path from root to leaf, imposing conditions on each node in the path that relate to its label and its relative position among siblings.
with the same label (e.g., “2nd child with label <B>”). Their hypothesis language corresponds to a subset of tree automata.

Besides the k-testable algorithm proposed in this paper, we have also experimented with Sakakibara’s reversible tree algorithm [19]. Preliminary results with this algorithm suggested that it generalises insufficiently on our data sets, which is why we did not pursue this direction further.

8 Conclusion

We have motivated and presented a novel method that uses tree automata induction for information extraction from structured documents. We have also demonstrated on two datasets that our method performs better in most cases than the string-based methods that have been applied on those datasets. These results suggest that it is worthwhile to exploit the tree structure when performing information extraction tasks on structured documents.

As future work we plan to test the feasibility of our method for more general information extraction tasks on XML documents. Indeed, until now we have only performed experiments on standard benchmark IE tasks that can also be performed by the previous string-based approaches, as discussed in the two previous sections. However, there are tasks that seem clearly beyond the reach of string-based approaches, such as extracting the second item from a list of items, where every item itself may have a complex substructure. Of course, experimental validation remains to be performed. Interestingly, recent work by Gottlob and Koch [11] shows that all existing wrapper languages for structured document information extraction can be captured using tree automata, which strongly justifies our approach.

Other directions to explore are to incorporate probabilistic inference; to infer unranked tree automata formalisms directly; and to combine unstructured text extraction with structured document extraction.
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